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ABSTRACT. Background. Quantitative electroencephalography (QEEG) databases have been 
developed for the eyes closed (EC) condition. The development of a cognitive activation database 
is a logical and necessary development for the field. 

Method. Brain activation was examined by QEEG during several tasks including EC rest, visual 
attention (VA). auditory attention (AA), listening to paragraphs presented auditorily and reading 
silently. The QEEG measures obtained in the EC and simple, non-cognitive attention task that 
were significantly related to subsequent cognitive performance were not the same variables which 
accounted for success during the cognitive task. 

Results. There were clear differences between relative power, microvolt, coherence and phase 
values across these different tasks. 

Conclusions. The conclusions reached are (1) the associations among QEEG variables arc 
complex and vary by task; (2) the QEEG variables which predict cognitive performance under 
task demands are not the same as the variables which predict to subsequent performance from the 
EC or simple, non-cognitive attention tasks; (3) a cognitive activation database is clinically 
useful; and (4) an hypothesis of brain functioning is proposed to explain the findings. The coor-
dinated allocation of resources (CAR) hypothesis states that cognitive effectiveness is a product 
of multiple specific activities in the brain, which vary according to the task; and (5) the average 
response pattern docs not involve the variables that are critical to success at the task, thus indi-
cating an inefficiency of the normal human brain. 
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The relations between quantitative 
electroencephalography (QEEG) and clinical and 
cognitive- problems have been investigated for 
several decades (Evans & Abarbanel. 1999; John 
& Prichep, 2006). Individuals with cognitive 

deficits have shown brain activation patterns that 
are related to the type and severity of their deficit 
(Thornton. 2002). A goal of the investigations has 
been to identify the deviations in the underlying 
electrophysiological measures from normative 
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databases so that interventions directed towards 
these deviations will ameliorate or improve the 
clinical condition. Problematic in this assumption 
is the frequent lack of consistent empirical 
documentation that the specific cognitive deficits 
are directly related to the deviations from the 
database employed. One part of this problem 
resides in the eyes-closed (EC) QEEG data that 
have been employed. For example, in 
understanding memory performance within a 
normal population, the weakness has been the 
lack of a well defined set of specific QEEG 
variables which define how success is achieved 
during a task. Different EC databases (Lubar, 
2003) have been developed as well as databases 
that engage in subject in simple attention tasks 
with eyes-open. Developments in the Held have 
led to the inclusion of cognitive tasks in database 
development (Brain Resource Company. 2007; 
Skil 3 http://skiltopo. com/). A subject is 
compared to the normative databases on the 
QEEG values for the task, without reference to 
(he variables that are critical for the task. These 
databases ask the question what happens rather 
than what makes it work. 

The EC database provides a set of values that 
describe the resting state of brain activity for 
individuals who are engaged in a 'resting' state. 
While the assumption is that the resting stale is a 
default baseline, the subjects may be engaging in 
any of a wide range of 'default' states. This issue is 
of concern to those in the field of neuroimaging 
(Buckner & Vincent, 2007; Raichle & Snyder. 
2007). When subjects have no clear task, the 
resting brain shows large variations of activity 
that are not ascribed to performance (Gonzalez- 
Hernandez, 2005). Thus, the resting state is at 
best, an estimate of how individuals 'idle' when 
not required to attend, process, and remember 
information. 

In contrast, an activation database is one that is 
developed while control subjects are engaged in 
tasks that require attention, processing. and 
memory (Thornton. 2001). Under activation 
conditions, variations in brain activation are 
related to the specific task. In addition, subject 
performance on cognitive tasks allows an 
examination of the associations between brain 
activation patterns and performance. For example, 
scores on tests of immediate and delayed recall on 
a reading task are related to measures of relative 
power and coherence in specific locations 
(Thornton, 2002). 

There are differences of opinion on the relative 
value of the EC and activation databases 
(Thatcher, 1998; Thornton, 1999, 2000). An 
argument in favor of the EC database is the 
simple, relative uniformity of the EEG recording 
conditions (Thatcher, 1999) and high reliability 
values between evaluations (Niedermeyer, 1987; 

Oken & Chiappa. 1988). The reliability values 
across all frequencies for the EC condition have 
been shown to average around .7 (McEvoy, Smith. 
& Gevins, 2000). 

In contrast to the passive EC condition, active 
tasks are dependent on many variables including 
the task difficulty, the motivation of the subject, 
and the physical characteristics of the recording 
environment such as the intensity of the stimuli 
and the room lighting. The reliability values of the 
activation approach for working memory and 
attention is .93 across the frequencies (McEvoy et 
al., 2000). 

In addition. QEEG EC databases do not 
typically collect data above the 32 Hertz range. 
The Thornton activation database (Thornton. 
2001) assesses the subject performing cognitive 
challenges that are difficult. in order to avoid a 
ceiling effect and extends the frequency range to 
64 Hertz, which offers considerable advantages in 
certain clinical situations. For example. Thornton 
(1999. 2000, 2003) was able to distinguish 
between normals and subjects with mild traumatic 
brain injury- (TBI) primarily on the basis of 
coherence patterns s the high frequency range (32 
64 IIz) in the EC. simple non-cognitive visual 
(VA) and auditor.' attention (AA) tasks as well as 
the tisk of listening to paragraphs. The results 
emphasized, as in the Thatcher et al. (1989) fiudy. 
the importance of the phase and adherence values 
in obtaining successful àsen mi nation between the 
groups. 

The issue of using as a reference the QEEG 
from either a passive eye-closed mea- <_re or 
from an active task measure has a parallel in the 
Held of neuroimaging where there a debate over 
the default state of :hr brain that is often used as a 
baseline for comparison of brain activity during 
tasks (Morcom & Fletcher, 2007; Raichle & 
Sn.der. 2007). As Gonzalez-Hernandez : al. 
(.2005) indicated, the pre-task 'resting' ǏǏ edition 
is never truly 'at rest/ McKiernan r: (2006) found 
in functional neuroima- task induced deactivation 
(TID). which > a local decrease in blood flow 
during an active task, relative to a "resting'' 
baseline. TID may occur when resources shift 
from c-Ão:ne. internally generated processing 
typical of "resting" states to processing required 
by an exogenous task. The major components of 
the intrinsic system have been identified by 
various investigations. For çample, one group 
found the intrinsic sys- isn to include medial 
prefrontal areas, the posterior cingulate and the 
precuneus, lateral nr'crior parietal cortex and the 
anterior aspect of infero-temporal cortex (Golland 

ai.. 2007; Golland, Golland, Bentin. & Malach. 
2008). Another group found that fee intrinsic 
system involves four left hemisphere regions, 
including posterior -arret o-occipital cortex, 
anterior cingulate r.-rus. fusiform gyrus, and 

http://skiltopo/
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middle frontal r.-pas (McKiernan, D'Angelo, 
Kaufman, & Binder, 2006). 

In this study we examine two methods of 
understanding the relations between the QEEG 
variables and cognition and added a third method. 
The first two methods are examining (1) the 
relation between EC data _nd cognitive 
performance data collected at a different time and 
(2) the examination of Å-he relation between 
cognitive performance and the QEEG variables 
during a task. The '-hud method employs the 
results of the second method to guide the clinical 
QEEG protocols to improve performance in the 
cognitive problems of the reading disabled, 
memory impaired and traumatic brain injured 
(TBI) patients. We propose the coordinated 
allocation of resources (CAR) hypothesis which 
slates that cognitive effectiveness is a product of 
multiple specific QEEG activities in the brain for 
specific tasks which can involve activities of 
different frequencies at a location as well as 
coherence and phase activity between locations. 

In this paper we demonstrate how the QEEG 
measures obtained under EC. resting and simple 
attention tasks are not the same as the QEEG 
predictors of performance during the memory 
tasks. In addition. QEEG studies that measure 
brain activity with bandwidths from 1 to 64 Hz 
show a different set of relations between the 
QEEG variables and cognitive functioning than 
the studies that restrict the measures of brain 
activity to 32 Hz and less. We want to know the 
ongoing QEEG variables during the task which 
predict success. 

RELATIONS BETWEEN MEASURES 

As the research frequently examines 

microvolts, relative power, coherence and phase 

relations, it is important to understand the 

empirical relations between these measures. 

Corsi-Cabrera et al. (1989) summarized the 

relations between power and coherence across a 

number of studies by noting that changes in 

coherence occur independently from changes in 
EEG power. 

Measures
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Over the years research studies have generally 
defined the frequency ranges according to 
standard practice and have employed the scalp 
locations defined by the 10-20 system (Jasper. 
1958). The frequency definition ranges have been: 
delta: 0 to 4 Hertz: theta: 4 to 8Hz; alpha: 8 to 13 
Hz; beta: 13 to 25Hz. The ranges have been 
dependent upon hardware and software 
definitions as well as the preferences of individual 
researchers. Some studies have examined 
frequencies above 32 Hz (Thornton. 2000, 2001, 
2002; von Stein et al.. 2000). 

There are two types of data available to QEEG 
analysis. The first involves the activity at a scalp 
location and examines the different frequencies in 
terms of measures such as amplitude, relative 
power, peak frequency, and peak amplitude. The 
second measure quantifies the association 
between locations with concepts of phase and 
coherence. This article will employ the presented 
boldcd capitalized letters to represent the 
variables. 

Activation Measures 

M: Absolute Magnitude/Microvolts: the 
average absolute magnitude (as defined in 
microvolts) of a band over the entire 
epoch (one second). 

RP: Relative Magnitude/Microvolt or Relative 
Power: the relative magnitude of a band 
defined as the absolute microvolt of the 
particular band divided by the total 
microvolt generated at a particular 
location by all bands. 

PA: Peak Amplitude: the peak amplitude of a 
band during an epoch in microvolts. 

PKF: Peak Frequency: the peak frequency of a 
band during an epoch defined in hertz. 

S: Symmetry: ihe peak amplitude symmetry 
between two locations in a particular 
bandwidth-, i.e., defined as (A-B)/ (A+B). 

Connectivity Measures 

The coherence and phase values obtained in 
this research were generated by the algorithms 
employed in the Lexicor software. Different 
hardware and software companies have employed 
different algorithms in calculating these values. 
Neither the relations between these different 
algorithms nor the relations between the 
algorithms and cognitive effectiveness under 
activation conditions have been studied. It is not 
assumed that the results reported in this paper for 
coherence and phase relationships using the 
Lexicor software would be the same for the 

algorithms provided by other equipment 
manufacturers. 

C: Coherence: the average similarity between the 
waveforms of a particular band in two 
locations over the one-second period of lime, 
and conceptualized as the strength or number 
of connections between two locations. 
Although labeled by Lexicor as coherence, 
from a mathematical point of view it would 
more appropriate to refer to it as a cross spec-
tral correlation. P: Phase: the time lag between 
two locations of a particular band as defined by 
how soon after the beginning of an epoch a 
particular waveform at one location is matched 
in a second location. 

The algorithms for coherence and phase, 
which were provided by Lexicor Medical 
Technologies, were employed in the activation 
database by Thornton (2001). There have been 
several conceptually and mathematically different 
approaches to describing the relationships of the 
frequencies between locations. Collura (2008) has 
provided a conceptual and mathematical 
discussion of these different approaches. There 
are 2944 variables for each subject in each task 
when combining all available Lexicor measures. 
In order to reduce the large number of variables 
and to be consistent with the generator concept in 
the EEG literature Thornton (2002) developed the 
flashlight calculation. 

The concept of a flashlight assumes that a 
particular location emits a signal, in defined 
frequencies, which is projected to all cortical 
locations. The value for a flashlight variable at a 
specific location, and in a specific bandwidth, is 
calculated by summating the coherence values 
with the remaining 18 locations. References will 
employ a combination of the shorthand letters 
presented. For example, CA will refer to 
coherence alpha and RPA will refer to relative 
power of alpha. 

There are several problems inherent in the 
research in the area of examining the associations 
between QEEG variables and cognition. 
.. The first problem has been the implicit 
àsumption that certain QEEG variables relate 
uniformly to all cognitive abilities. This 
assumption has been challenged in previous 
research (Thornton, 2000, 2002). 1 The 
second problem is the assumption that the 
degree of activation or changes of the brain 
from a relevant baseline are related to success 
at a cognitive task. This assumption is 
involved in neuroimaging >:udies including 
positron emission tomography (PET) and 
functional magnetic resonance imaging 
(fMRI) when brain activation during a 
cognitive task is related to activation al rest. 5 
The third problem is the modality of the 
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information presented to the participant, 
-nether auditory or visual. - The fourth 
problem is the assumption cmplicitly made by 
developers of EC databases that subject's 
relative standing, with respect to their QEEG 
values a relevant database, will remain - ughly 
the same when comparing values obtained 
under an EC condition and a task condition. In 
addition, it would be assumed that the deficits 
observed under the eyes closed (EC) condition 
will be rresent during the activation condition. 

T*u> study examines these problems and -ic 

à>>^jations between cognitive functions' 

assessed by reading and auditory mem- :ey and 

QEEG measures in order to lay the je^csjan 

empirical groundwork to identify sitet:ve 
treatment intervention protocols. 

METHODS 

Participants 

r n\-two right-handed participants (age -i^re to 
77 years, A/=38.4. SD= 15.98; - " remale) with no 
previous history' of Al HD. I.D, or TBI 
participated after signer;: : -sent forms. The 
participants under mgt IS Signed assent forms and 
the parents s ðrc consent forms. None of the 
partici- r .. -' - - ad a history of neurological 
problems, ic - four participants were taking 
medica- . - ami-hypertensive, anti-depressants). 
Tt is assumed that this small percentage (9.5%) of 
the sample would have no appreciable effect on 
the overall patterns. Participants were 
compensated financially and were free to drop out 
of the study at any lime or to refuse participation 
in the research. 

Tasks 

The participants completed several tasks in one 
session. Participants first engaged in an EC 
resting task for five minutes. This was followed 
by an AA task with eyes closed for three minutes. 
The participants then opened their eyes and 
performed a VA task for three minutes. This was 
followed by listening and recalling four 
paragraphs with eyes closed for five minutes. 
Following each paragraph the subject engaged in 
silent eyes closed recall (one minute) for each of 
the four paragraphs while the QEEG is measured. 
Then they give a verbal report of the paragraphs 
with no QF.EG monitoring. The next task was 
reading a full page of text for 100 seconds and 
then silently, with eye closed, recalling of the text. 
Then with eyes-closed, participants engaged in 
two delayed recall tasks. The first was a quiet 
eyes-closed recall of the paragraph and the second 

a similar approach to recall of the reading 
material while the QEEG is recorded. The 
participants then give a verbal report without 
QEEG recording. 

EEG Recording
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Brain activity was recorded using a 19 channel 

QEEG hardware device (Lexicor Medical 
Technology, Inc.). Bandpass filters were set 
between 0.0 and 64 Hz (3 dB points). The signals 
that passed were subjected to a Fast Fourier 
Transform (FT) using Cosine- tapered windows, 
which provides spectral magnitude in microvolts 
as a function of frequency. The sampling rate was 
set to 256 to allow' an examination up to 64-Hz. 
The bandwidths were grouped according to the 
following divisions: Delta: .00-4 H?, Thcta: 
4-8Hz, Alpha: 8-13IIz, Betal: 13-32Hz, Beta2: 32 
64 Hz. An Electro-Cap was fitted to the 
participant. The electrodes were positioned at 19 
scalp locations according to the standard 10 20 
system (Jasper, 1958) with ear linked references. 
The scalp was prepped with rubbing alcohol and 
Nu-Prep and the 19 electrodes were filled with 
Electro-gel. The earlobesand forehead were 
prepped with rubbing alcohol and Nuprep. 
Impedances were maintained below I0K Ohm 
(and within 1.5 K Ohm of each other) at all loca-
tions. Gain was set to 32000, and the high pass 
filter was set to off. The measurements available 
through the software provided by Lcxicor 
Medical provided the numeric values of the 
QEEG variables. The data were arti- facted for 
eye movements and EMG activity as well as other 
possible sources of contamination (Thornton, 
1996). 

RESULTS 

The results are presented first by describing the 
associations among the tasks of EC, listening, and 
reading. Then the results are shown for the 
changes in brain activity as the participants 
progress from the EC task to the attention tasks 
then to the cognitive tasks of listening and 
reading. 

Associations Among Measures' 

To aid in understanding the research presented 
it is important to understand how commonly used 
measures relate to one another and to empirically 

describe their associations. Two very commonly 
employed measures are microvolts and relative 
power. Table I presents the correlations between 

ihe values of relative power (RP) values and 
absolute microvolts (M). which were averaged 
across the 19 scalp locations for the three tasks of 
EC. listening, and reading. This study included the 
beta2 (32-64 Hz) in addition to the commonly 
used beta frequency range here named betal 
(13-32 Hz). Although many of the relations arc 
significant, it is clear that the measures cannot be 
considered the same. The lowest associations 
between RP and M measures are in the delta 
frequency and the highest are in the alpha and 
beta2 frequencies. The relations between the alpha 
values decreases during the reading task. 

Table 2 addresses the relations between the RP. 
M, C and P variables by presenting the correlation 
matrix for the EC, listening (eyes-closed) and 
reading (eyes open) tasks for these variables. The 
only significant associations involved delta and 
alpha. There are positive relations between RPA, 
MA and CA and negative relations with PA during 
the two eyes-closed tasks. These relations cease 
when participants open their eyes to begin 
reading. It is unclear why there are these inverse 
relations between CA, PA and the RPA and MA 
variables. 

Table 3 presents the intercorrelations between 
the phase and coherence values. As the table 
indicates there arc strong associations between the 
coherence and phase values of the frequency 
measures, except for the alpha frequency under 
both eyes-closed tasks. 

Table 4 presents the relations between age and 
the RP, M, P and C values across the three 
cognitive tasks. As the table indicates age has 
effects on all RP values (strongest for betal) 
except alpha depending upon the task; age has no 
effect on microvolt measures, except for MT 
under reading tasks. Coherence theta (CT) was the 
only coherence variable that was directly 
associated with age under the listening task. The 
phase values that were directly related to age were  

TABLE 1. Interrelations between microvolts and relative power. 
 Eyes Closed Listening Reading Average 

MD/RPD 0.10 0.32 0.21 0.21 

MT/RPT 0.50 0.57 0.42 0.50 

MA/RPA 0.86 0.87 0.53 0.75 

MB1/RPB1 0.53 0.38 0.43 0.45 

MB2/RPB2 0.72 0.69 0.71 0.71 

Note. Bold numbers are significant at .05 level. R: Reiat-ve Power. M: Microvolt. D: delta. T: theta. A: alpha. 81: betal, B2: 

beta2. 
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rur P\ value under EC and listening tasks as vr.. ^ 
P I under listening. 

is summary, the associations between RP m-d M 
measures are strongest for alpha and bBZzl and 

weakest for delta across the three a.t> reported in 
the Table 1 (EC, listening jac reading). The 

relations between RP, M. àrid P values retlect 
non-significant -çin ihe theta, betal and beta2 
handwash- Coherence and phase delta show 
UpcsEr. - relations to relative power of delta 

Relative power and microvolt -acts ^res show 
positive relations to coher- OEC alpha and negative 
relations to phase çzfei The alpha pattern doesn't 

exist in reading task (Table 2). Associations 
between coherence and um-z values are high 

within all frequencies, for the alpha frequency 
during the 

EC and listening tasks (Table 3). The beta2 

frequency has one of the highest associations 

between the M and RP values as well as between 

the C and P values. Some of these phenomena 

have no clear explanation at this point in the 

development of this field. 

Activation Patterns and Predicting 
Cognitive Success 

From a clinical point of view it is helpful to 

understand what specifically occurs in the QEEC) 
variables as the participants move from an EC task 
to a simple non- cognitive activation task, and to 
identify the QEEG variables that are related 
success or failure at a cognitive task. The 
following analysis will examine these changes as 

the

TABLE 2. Relations between relative power, microvolts, coherence, and phase. 
 Eyes Closed Listen CD (Eyes Closed) PD Read CD (Eyes Open) PD 

CD PD 

=FC 0.45 0.36 0.57 0.51 0.41 0.29 

HC -0.02 0.02 0.12 0.14 0.38 0.16 
 CT PT CT PT CT PT 
 0.24 0.07 0.2 -0.05 0.07 -0.09 

ir  -0.03 -0.1 -0.05 -0.16 -0.2 -0.1 
 CA PA CA PA CA PA 

=f* 0.64 0.48 0.76 -0.39 0.03 -0.08 

MX 0.45 -0.45 0.61 -0.42 -0.04 0.05 
 CB1 PB1 CB1 PB1 CB1 PB1 

 0.01 0.05 -0.02 0.04 0.27 0.26 

 -0.1 -0.22 -0.1 0.02 -0.11 0 
 CB2 PB2 CB2 PB2 CB2 PB2 

0.13 -0.01 -0.01 0.08 0.11 0.19 

wEZ -0.25 -0.2 -0.13 -0.12 0.04 0.12 

toç 5- : -Ă-ruers are significant at .05 level, R: Relative Power, M: Microvolt. D: delta, T: iheta. A: alpha. Bl: betai. C. Coherence. 

P: Phase. 

TABLE 3. Interrelations between coherence and phase values in three tasks. 

^fesGcsed Tasks 

 Listen (Eyes Closed) Read (Eyes Open) 

33 PD 0.96 CD PD 0.91 CD PD 0.80 

¢T PT 0.92 CT PT 0.72 CT PT 0.71 

CA PA 0.03 CA PA 0.04 CA PA 0.77 

ce- PB1 0.83 CB1 PB1 0.53 CB1 PB1 0.87 

CBZ PB2 0.94 CB2 PB2 0.96 CB2 PB2 0.86 

: IT -¦ T theta, A: alpha, B1: betal. B2: beta2. C: Coherence. P: Phase. 
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participants (1) move across tasks from EC to AA 
to Listening to paragraphs and (2) move across 
tasks from EC to VA and then to reading. The 

analysis of the data will also (1) examine the 
problem of predicting from the EC and simple AA 
and VA tasks to cognitive success and (2) provide 
a description of the stale changes in brain 
functioning for a group of normal individuals. 

CHANGES IN OEEG VARIABLES WITH 
CHANGES IN TASK 

We reporl the changes in QEEG variables as 
the group of participants progresses from one task 
to ihe next. Selection of the variables of interest 
was based on a criterion of a standard deviation 
(SD) change of .50 or greater, using the SD of the 
relevant baseline task. Almost all of the changes 
were in the range of 0.50 to 1.00 SD for the 
auditor)' task changes and up to 2.00 SD lor the 
visual task changes. Specifically, the QEEG 
obtained during AA is the relevant baseline for 
auditory encoding and auditory memory-. 
Similarly, the QEEG obtained during VA is the 
relevant baseline for visual encoding and reading 
recall. In the first analysis, we examine the 
changes in QEEG variables when participants 
move from the EC task to the tasks of AA and VA 
and subsequently to the listening and reading 
tasks. 

Effect Size Analysis 

We will use effect size analysis to evaluate 
whether the task changes QEEG measures 
(Cohen, 1988). In order to obtain an effect size 

statistic (ES), it is necessary to have the means and 
standard deviations on QEEG measures from both 
the EC assessment and the task assessment. The 

ES for the task is calculated using the formula: the 
task mean score minus the EC mean score, divided 
by the standard deviation of the EC distribution. 
This provides a change score in QEEG from EC to 
task in standard deviation units, thus allowing an 
evaluation of changes in QEEG due to the task. In 
addition. the ES is bias-adjusted for the size of the 
sample (Hedges & Olkin, 1985). In addition to the 
ES. we obtained confidence intervals that allow us 
to determine if the change

TABLE 4. Relations among age, relative power, microvolts, coherence and phase in three tasks. 
 RPD RPT RPA RPB1 RPB2 

Age -0.34 -0.29 0.17 0.47 0.34 

(EyesClosed)      

Age (Listening) -0.29 -0.17 -0.12 0.41 0.25 

Age (Reading) -0.57 -0.60 -0.08 0.47 0.48 
 MD MT MA MB1 MB2 

Age (Eyes 0.00 0.22 -0.17 0.14 0.23 

Closed)      

Age (Listening) 0.02 -0.27 0.21 0.05 0.06 

Age (Reading) 0.04 -0.38 -0.25 0.02 0.21 
 CD CT CA CB1 CB2 

Age (Eyes 0.13 0.21 -0.01 0.05 0.19 

Closed)      

Age (Listening) 0.14 0.51 0.03 0.23 0.11 

Age (Reading) 0.07 0.14 0.22 0.17 -0.08 

 PD PT PA PB1 PB2 

Age (Eyes 0.11 0.22 0.32 0.16 0.20 

Closed)      

Age (Listening) 0.11 0.45 0.34 0.10 0.15 

Age (Reading) -0.05 0.20 0.26 0.11 -0.05 

N¿te. HP: Relative Power. M: Microvoll. D: delta, T: theta, A: alpha, Bi: b°lai, B2; beta2, C: Coherence, P: Phase, Bold numbers 

are significant at .05 level. 
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from EC assessment to the task assessment is 
çE-iikanl. Using a cutoff of 95% confidence 
*iÃcrèal> for a sample size of 42 subjects, we 
crcu àted the minimum Ã"5 required to be ç.-. that 
the QEEG measures obtained iroer task conditions 
differed from those coSccted under eyes-close 
conditions, with confidence. An ES of 0.5 meets 
these cooiiions. For more information, as well ki - 
. re details on how to calculate effect size its 
^rplied to QEEG, see Thornton and Onaody 
(2008). 

Chtmges from EC to A A 

V- the participants move from an EC state AH 

YA state there are increases in left tem- p&il lobe 

activity (T3) in beta variables *PB2. PKFB1, 
SYMB2) and F3PA. 

Ommgcs from A A to Listening 

F Ã_re 1 shows the changes in QEEG vari- 
ttk:s from the AA task to the listening task. Tic 
changes include increases in frontal ƴfci^on* of 
delta (RPD, PKAD, MD) and _ MT. PKAT) and 
occipital (02) beta2 - MB2. PKAB2). The 
variables which fcr-ised included frontal RPB1. 
PKFT and 
F3PA. The increases in delta probably represent 

artifacting issues due to eye movements. 

PREDICTING LISTENING PERFORMANCE 
FROM PREVIOUS TASKS 

Predicting from EC to Listening 

Figure 2 shows the predictors of auditory- 
memory under task, which indicate a predominant 

pattern of left hemisphere coherence alpha 
flashlights (F7, T3, C3, P3) and right frontal (F8) 
as well as PKFB1 at T5 and Cz (Thornton, 2000). 
These results are a recalculation of the Thornton 
(2000) published results employing the flashlight 
metaphor. This is the example of the examination 
of the relations between cognitive performance 
and the QEEG variables during a task. 

Data obtained during an activation QEEG 
evaluation were used to develop protocols for 
clinical patients on a case by case basis for EEG 
biofeedback that was designed to improve 
memory. The remediation efforts improved 
auditory memory (2.44 standard deviations or 
296%) with a group of 20 children who had 
learning-disabilities and 

Increase In Values 
MD, PKAT, MT MD. PKAD M8Ċ. PKAB2 

 

Decrease In Values 
BPD 1. PKFT PA 
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task. 



 

10 JO URN AL OF NEUROTIIERA P Y 

ADHD 

(Thornton. 2006a; Thornton & Carmody. 2005). 

In a separate study. 19 participants with TBI 

improved auditory memory by 2.62 standard 

deviations (Thornton & Carmody. 2008). This is 

an example of the third method, the effects of 

intervention on cognition (Thornton & Carmody. 

2009). 
 

Figure 3 illustrates the predictors of auditory 

memory from the EC task. This is an example of 

the first method, predicting from 

EC to a 

cognitive measure collected at a different point in 

time. The positive predictors involve frontal and 

central RPT and posterior symmetry beta 

measures while the negative predictors are 

diffusely evident in the beta2 frequency (RPB2, 

MB2). frontal beta activity and posterior and 

central connection projections. As evident in this 

comparison none of the subsequent task 

predictors of memory performance were evident 

in the

 

 

 

 

FIGURE 2. The predictors of auditory memory under task. 
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FIGURE 3. The predictors of auditory memory from the eyes-closed task. 
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BT task It would be expccted that a partici- pLiz'y 
relative value, compared to the other 

pLTDjipant's values, would be maintained & the  
change. In this auditory memory :he coherence 

alpha (CA) values of the {uent better performers 
should be :n the EC task, and thus be a predic- - 

recall under task. This association was : 
demonstrated in the data because the EC . 

coherence values did not correlate with :-enl recall 
performance. 

from A A to Listening 

- cure 4 shows the predictors of para- recall 
score from the A A task. The 

.e relations between AA variables and pient 
paragraph recall ability were r. - milar to the 

patterns in the EC data: RPT values, occipital 
symmetry beta while the negative indicators - ved 

the beta2 frequency in diffuse loca- 
- addition to frontal beta measures. In the 

CB2 activity from the right and 
central locations proved to be 

an additional negative predictor of recall ability. 

In summary, brain activity during the EC or the 

AA tasks was unrelated to the subsequent 
predictors of auditory recall ability. 

ACTIVATION PATTERNS AND 
SUBSEQUENT AUDITORY RECALL 

 

Another way to examine the data is an analysis 
of the activation patterns in relation to subsequent 

task performance. A question that arises is 
whether the participants are increasing the value 
of the variables that are critical to task success? 
Examining the changes in QEEG from both the 
EC to AA and from the AA to listening tasks 
reveals no significant activation of the coherence 
alpha flashlights. While the change from EC to 
AA is not expected to induce an increase in 
coherence alpha values, it certainly would be 
expected as the participants move from the AA to 
listening task. An additional analysis was 
undertaken to determine if there was a significant 
change in coherence alpha

FIGURE 4. The predictors of paragraph recall score from the auditory attention task. 
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relationships as the participants moved from the 
EC to listening state. None of the coherence alpha 
relationships showed a significant increase and 
almost all were in the negative direction, thus 
negating the possibility that the analysis was 
overlooking smaller increases as the participants 
moved from EC to AA to listening, which may be, 
in aggregate, significant if combined. 

STABILITY OF RESPONSE PA TTERN ACROSS 
DIFFERENT TASKS 

Table 5 presents the correlations between the 
EC and listening tasks to describe the stability of 
the variables across different tasks for the relative 
power and microvolt measures. Table 6 presents 
the data for the subsequent coherence alpha 
predictors. As the tables indicate there are 
significant positive correlations between the 
variables under the different tasks. However, it 
does not appear that this stability is sufficient to 
employ the EC task for prediction purposes due to 
variability of the response pattern across these 
tasks. For example, the T3CA correlation is .78. 
providing an R

2
 value of .61. leaving a large 

amount of unexplained variance. 

Changes from EC to VA 

Figure 5 presents the significant changes as the 

participants move from the EC to 

 

 

the VA task. As there were many changes 
involving only a few locations, the description of 

the results will focus on the most dominant 
patterns. The change from EC to VA results in 
large increases in relative power in beta2, right 
hemisphere microvolts of beta2, lateral locations 
for peak frequency betal, and symmetry betal and 
beta2 measures while the decreases in values 
involved broad decreases in PKFT, PKAT, RPA, 
PKAA, MA and posterior PKAB1 and PKAB2 
and more centrally located and posteriorly located 
SYMB1 and SYMB2 measures. Connection 
activity decreased in CA at all locations, in CB1 
lor frontal and central locations, in PA frontal 
locations and in PB1 frontal and temporal 
locations. Thus the act of looking evokes the 
beta2 frequency, decreases all frequencies lower 
than 13 hertz, and decreases connection activity, 
both phase and coherence, from frontal locations 
and between all locations in the coherence alpha 
variable. The greatest changes (>1SD) were the 
global decreases in alpha (RP, PKA, CA, PKFT) 
and increases in RPB2. 

Changes from VA to Reading 

Figure 6 presents the significant changes as the 
participants move from VA to reading silently 
(RS). The change from VA to RS results in 
continued posterior increases in beta2 (MB2, 
RPB2) along with broad increases in theta 
(PKAT). frontal theta (MT) alpha (PKAA, \1A) 
and betal (PKAB1). right frontal SYMB1 
measures along with CB1 activity from posterior 
locations (P3, T6. 02. P4) and CB2 from posterior 
locations (T5. P3. Pz, P4, T6, Ol, Q2).  TABLE 5. Associations of relative power and microvolts in 

eyes-closed and listening tasks. 

RPD 0.79 

RPT 0.72 

RPA 0.90 

RPB1 0.90 

RPB2 0.82 

MD 0.81 

MT 0.86 

MA 0.94 

MB1 0.94 

MB2 0.82 

Note. RP: Relative Power, M: Microvolt. D: delta, T: theta, A: 

alpha. B1: betal, B2: beta2. Bold numbers are significant at .05 

level. 

TABLE 6. Reliability of coherence measures across the tasks 

of eyes-closed and listening tasks. 

F7CA 0.84 

F8CA 0.84 

T3CA 0.78 

C3CA 0.75 

P3CA 0.64 

Note. C: Coherence. P: Phase, D: delta, T: theta. A: alpha, Bt: 
betal, B2: beta2, Bold numbers are significant at .05 level. 
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Dir_-rr-i>es were evident in frontal alpha çPA., 

frontal beta activity (RPBl, RPB2) broadly 

located theta coherence and 
 

^Cr _ = E 5 The significant changes as the participants move from the eyes-closed to the visual attention task. 
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phase activity, as well as frontally located 

flashlights (PA). In summary, as the participant 

moves from VA to RS the clinically relevant 

results are the increased posterior MB2 and 

RPB2. increased posterior beta coherence 

activity. Successful reading involves F7 

coherence activity, a top down process (Figure 7). 

There were no variables whose averaged value 

(across all 19 locations) increased greater than 1 

SD in this change. An additional analysis of the 

changes from EC to RS was undertaken to 

determine if smaller changes were occurring as 

the participants moved between these three states, 

which if taken m aggregate would be significant. 

As in the auditory situation, there were no 

significant positive changes in the critical 

variables (F7 coherence and phase activity; T5 

coherence alpha relationships). As the 

participants moved from the EC to RS condition 

there were significant decreases in several of these 

critical variables: T5CA, -1.08 SD; F7CB1, -1.0 
SD; F7PBF -1.04 SD. However, much of this 

decrease can be explained by the change in state 
from an EC to an eyes open condition. Comparing 
the two attention measures (VA vs. AA) indicates 
that these values decrease as a result of opening 
the eyes. The following changes occur: T5CA, 
-.73 SD; F7CB1. -1.04 SD; F7PBI. -.77 SD. 

PREDICTING READING MEMORY FROM 
PREVIOUS TASKS 

Predicting from EC to Reading Memory 
 

Figure 7 presents the correlates of reading 

recall under task (Thornton. 2002) in a normal 

population. As the figure indicates, the successful 

pattern is predominantly F7 betal and beta2 

coherence and phase flashlight

 

FIGURE 8. The predictors of reading memory from the eyes-closed task. 
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FIGURE 7. The correlates of reading recall under task in a normal population. 
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r.::cfr,s along with CA from the T5 loca- JC - Thus 
successful reading memory is pri- ƴinh dependent 
upon left hemisphere coherence activity. This is 
another example of -.he third method that 
measures the effects f -ariables under task 
conditions. 

> jure 8 presents from the predictors of srartmg 
memory from the EC task. The posi- Tt e 
rredictors involve frontal thcta (RP) and F~C The 
negative predictors involve dif- fr>r sites and the 
beta2 frequency. This is a r j example of the first 
method, predict- from EC to a later obtained 
cognitive ðçsure. 

Pre&cting Reading Memory from VA Task 

Figure 9 presents the correlates from the VA 

task to subsequent reading recall. The ; predictors 

were the MD measure a central locations. 

Negative predictors mm ed PB1 from 01 and 02 

and F4CA. Vxi of these prcdictors accurately 

identified the subsequent correlates under the 

Visual Activation Patterns and Subsequent 
Reading Recall 

The analysis of the changes from EC to VA 
and from VA to reading revealed that as the 
participants changed from an EC to VA task they 
decreased the values of the predictors indicated in 
Figure 7. The change from VA to reading does 
not result in any significant improvement or 
decreasing of these values. As in the paragraph 
task, one conclusion that can be asserted is that 
the normal brain is not particularly effective at 
activating what it needs to be successful at the 
task, the "inefficient activation pattern." 

QEECS DIFFERENCES BETWEEN TASKS 

Differences in QEEG Variables Between A A and 
VA Tasks 

It is of some clinical value to understand the 

differences between the two attention tasks and 

two cognitive tasks, as clinician's

 
FIGURE 9. The correlates from the visual attention task to subsequent reading recall. 
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may have their patients in either an EC or eyes 
open condition during the training and may 
misinterpret the meaning of the change in values. 
In addition, as the clinician is viewing the EC as 
the comparison state, a clinical error of assuming 
improvement in a variable may occur when, in 
reality, the only reason for the change maybe due 
to the patient opening their eyes. Only the most 
dominant differences will be reported. The 
variables which are greater in the AA task 
compared to the VA task include alpha (RP, M, 
PKA, CA) and frontal betal flashlights (CBl, 
PB1), frontal phase alpha and left frontal CB2 
flashlights, symmetry betal measures at P3, P4. 
Ol. Cz, Pz and SYMB2 measures at Fz, Cz.. The 
VA task variables are higher in all RPB2 values, 
frontal RPB1, SYMB1 measures at F7, F8, T3. T4 
and SYMB2 at T6. 
QEEG Differences Between Listening Silently 
(LS) and Reading Silently (RS) 

Figure 10 displays the variables that are 
significantly greater in the reading silently task 
(RS) compared to the listening silently task (LS) 
and Figure II presents the variables that are greater 
during the listening compared to the reading task. 
Reading has greater values than listening in 

frontal beta activity (RPB1, PKAB1, MB I, 
SYMB1), posterior beta (PKFB1, MB2, RPB2, 
SYMB2) and diffusely located higher values for 
beta2 (PKAB2). The overall pattern is one of 
frontal betal values higher and posterior beta2 
values higher than in the listening task as well as 
increased CBl from occipital locations. 

 

 

Listening silently exhibits greater values than 
reading for diffuse locations in the thcta  

FIGURE 10. Significantly greater variables in the reading silently task compared to the listening sifently task. 
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(PKFT), alpha (RPA, MA, A\: and increases in 
central and poster- s ð metry beta I measures. Of 

some inter- to note is that the LS task evokes 
higher in the broadly located connection in the 

lower frequencies (CT, PT, CX.ç and frontal 
located flashlights in the tea frequencies (PA, 
PB1, CB1, PB2) and in central and posterior 

symmetry -reasures. Thus the LS task engages 
IHRT frequencies more as well as invol- I ðƴ re 
activity in the coherence and associations. Both 
tasks involve processing, which argues against Å - 

stein & Sarnlhein (2000) hypothesis i xbe iower 
frequencies are involved in processing. 

DISCUSSION 
 

Th. findings present a complex system ~ z-t ':^ 
adequate scientific understanding - :nt m the 

development of the field, r. the findings do have 
implications : ym EEG biofeedback intervention

FIGURE 11. Significantly greater variables during the listening compared to the reading task. 
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protocols should proceed. The results indicate (1) 
tasks evoke a system response which involve 
different locations and different frequencies; (2) 
focusing on a particular location, such as Cz or 
frequency does not adequately address the 
complexity of the system: (3) the high bcta2 
frequency (32 64 Hz) is intimately involved in 
brain functioning; (4) EC and simple attention 
data are not sufficient to understand or predict 
what is required to improve cognitive functioning 
in normal individuals; (5) The figures and tables 
provided also indicate to the clinician that an 
improvement (from an EC database) on a variable 
may not relate to the effectiveness of the 
intervention but merely to a change in task; (6) 
improvement on a particular variable may have no 
relations to improvement of cognition; (7) 
interventions are generally conducted with eyes 
open and employ an EC database to determine 
interventions. However, merely opening of the 
eyes results in many reductions in the alpha 
frequency as well as other changes (see Figure 5 
for specifics). The failure to suppress alpha under 
eyes open condition can be considered a clinical 
problem (Thornton, Carroll, & Cea, 2007). 

More specifically when addressing problems in 
auditory memory in adults, the protocols should 
be directed towards increasing coherence alpha 
relationships. When addressing reading problems, 
the F7 coherence and phase llashlighls (beta 1 and 
beta2) and T5CA flashlight may require attention. 

It is relevant to note, however, an additional 
comment. Thornton has been involved in cases 
where the subject's values on variables, which are 
not related to successful task performance, were 
several standard deviations below the norm and 
required addressing. One common pattern is low 
posterior coherence beta relationships during 
reading. There are two ways to conceptualize this 
issue. One way is to consider that variables are 
necessary but not predictive of good memory 
functioning. 1'he second way is to consider that 
any variable (coherence values in particular) 
which is grossly deviant from the norm may 
function as a hindrance to effective cognitive 
functioning. 

The preceding discussion has focused on the 
clinical value of having the subject undergo 
specific cognitive tasks to understand the subject's 
deficits in QEEG response pattern on the variables 
which relate to performance. In addition to the 
value of individual task QEEG analysis, there is 
relevant clinical information that can be obtained 
from the subject's response pattern across the 
different tasks. Two case studies illustrate the 
value of the activation database. 

In the first case study, a woman with impaired 
reading had coherence alpha values well above the 
norm in the paragraph listening task and her levels 
of coherence betal and beta2 w*ere below the 
norm at location F7, in addition to other locations 
(Thornton, 2006). The difference between her 
auditory and reading memory ability was 5.29 
standard deviations. It is instructive in this case to 
ask whether the subject's beta coherence values 
under the reading condition reflect an underlying 
structural deficit in the myelinated fibers or a lack 
of appropriate allocation. An examination of her 
beta coherence values under the EC to the reading 
condition, indicated that the subject was 
increasing coherence values between the frontal 
locations and decreasing the beta coherence 
values within the posterior locations, while her 
F7CB2 (both raw and standard deviation values) 
decreased as the tasks changed from VA to 
reading. This pattern would indicates (I) that the 
subject has the necessary physiological resources, 
but was not appropriately employing them and (2) 
knowledge of the subject's F7CB2 standard 
deviation value in the VA task would not have 
allowed accurate prediction to the F7 value during 
the reading task. 

Tn the case of a 21 year old male with a history 
of severe reading disability, the examination of 
the response pattern across different tasks proved 
critical to rehabilitation efforts. The subject's 
relative power of alpha was within normal limits 
under EC condition as well as all of the tasks 
which involved the EC. Only when the subject 
opened his eyes did the relative power of alpha 
values increase in their standard deviation value 
to approximately 3 standard deviations above the 
norm. Overall the subject's raw relative power of 
alpha value increased an average of .25 across all 
locations. thus indicating a failure to suppress 
alpha under visual task conditions. Once the 
rehabilitation protocols were set to address this 
problem, the subject improved significantly in his 
reading ability assessed by standardized testing. 
In this example, the subject's standard deviation 
value of alpha in the EC task would not have 
indicated the appropriate intervention. (Thornton 
et al.. 2007). 

The purposes of the research were to (1) 
examine the relative value of databases obtained 
under different conditions in improving 
cognition: (2) to understand how the brain 
responds to different task demands: (3) to 
understand how the QEEG variables relate to one 
another. To achieve this purpose, the changes in 
activity levels at locations and between locations 
were examined during several tasks including EC, 
AA, VA. as well the input stages of paragraphs 
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presented aurally and reading presented visually. 
The brain response patterns in each task were 
associated with 
performance on memory tasks. The results stored 

thai the QEEG variables measured r the recall 
tasks were more consistent with -science research 

of memory response than those measured in the 
EC m-i simple attention tasks. Specifically, the 

QEEG measures during recall show left Sty 
sphere involvement, which has been ss*?-- by 

PET to be active in auditory mem- ç Nlazoyer et 
al.. 1993). These findings e::i>; '.hat interventions 
using EEG bio- itrr-i r h a v e  an advantage 
in obtaining treatment success when selection is 

based re an activation database. For example, Ac; 
are associations between QEEG mea- *res taken 

under the EC condition and ac&JI memory. 
Specifically, the relative ^Ofccr of the theta 

bandwidth is directly jrsiv-xi to memory while 
there are inverse f-nroiLs with microvolt and 

relative power .. ð- of beta2 bilaterally in central 
and r regions. However, the theta fre- in the EC 

condition has not been ççcoated historically with 
effective cogni- ixrrformance (Harmony et al., 

1990) J~ould not be a recommended protocol to 
improve auditory memory. 

The locations that were most strongly associated 
with memory performance were toe: lifted using 

the flashlight concept. In ibc auditory memory 
task, the greatest asso- :::-.> to performance are 

with the coher- .iipha flashlight activity in the left 
rç:ð -phere and right frontal locations. Pre- ƴ 
PFT research has confirmed the role si the left 

temporal lobe (T3) and left frontal 
r
~ ' nations in 

auditory processing and ataÃror\ memory 
(Mazoyer et al., 1993), . role of the right frontal 

lobe (Henson, v^I ce. & Dolan, 1999) during 
recall, as v : I as the dominant role of the left 

hemi- sccere in verbal processing. 
The current study identifies coherence àir.-u* 

^n a contributor to the left hemisphere 
functioning. The predictors from EC 
- rare 3) and AA (Figure 4) do not fit well - 

previous PET research, or with present 
science understanding of anatomical ning 

and previous QEEG research 
- v.-. has identified theta activity as a 

predictor of cognitive abilities Harmony et al., 
1990. Lubar et al., 1995). 

In the reading task, improved performance is 
associated with sources of coherence in beta from 
left frontal region (F7) as well as sources of 
coherence in alpha from and T5CA activity. The 
previously researched identified role of the left 
hemisphere in language processing overlaps with 
these QEEG findings. The predictors from EC 
(theta) and VA (delta) do not fit well with 

previous QEEG research that indicated that 
elevated levels of left hemisphere theta and delta 
under EC condition predicted poor educational 
evaluations in children (Harmony et al., 1990). 

There are also specific QEEG variables which 
have a negative correlation with recall scores (T6 
PB1). In the reading task the increased phase beta 
activity from the T6 location is inversely related to 
memory. EC data or attention task data do not 
provide the relevant information to formulate 
effective interventions, while activation QEEG 
correlates of cognition provide the necessary 
information for highly effective interventions. 
Figure 6 indicates that reading is predominantly a 
bottom up processing task in a normal population 
with increased microvolts of beta2 in posterior 
locations and posterior flashlight activity 
(coherence betal and beta2). However, successful 
reading involves F7 coherence activity, a top 
down process (Figure 7). 

The results presented in this paper suggest a 
coordinated allocation of resources (CAR) 
hypothesis of cognitive effectiveness. The CAR 
hypothesis states that effective cognitive 
functioning is determined by multiple specific 
variables acting in unison to achieve optimal 
performance and that these variables can be 
different in different tasks. The QEEG variables 
that are related to performance include activity in 
the beta frequency at specific locations as well as 
the coherence and phase relationships between 
locations in specific frequencies. While there are 
significant correlations between the attention 
tasks and memory performance, the QEEG 
variables identified in the attention tasks are not 
the variables that account for success during the 
memory task and thus arc not sufficient to develop 
an appropriate intervention protocol using  



 

EE G biofeedback. Both reading and auditory 

memory tasks require different sets of 
resources for success. We cannot assume that 
there is a single intervention protocol that will 
broadly affect reading and auditory memory as 
different tasks require allocation of different sets 
of QEEG variables. 

Tn addition, the data document that the human 
brain does not activate the necessary variables for 
success in a task. For example, coherence alpha 
values in the auditory task do not increase as the 
subjects move from an AA task to the listening to 
paragraphs task. One conclusion that can be 
reached is that the normal brain is not efficient or 
effective in its activation response pattern. This 
phenomenon can most succinctly be called the 
"inefficient activation pattern." This conclusion, if 
validated in a larger sample, has significant 
implications for the EEG biofeedback field and 
education. If the resources are available but just 
not employed correctly, interventions become 
pragmatically easier to accomplish then trying to 
"build" connections which don't exist. The normal 
human mind is not efficient at activating the 
necessary correlates of effective cognitive 
functioning, as indicated by the cognitive 
inefficiency hypothesis. 

There are, however, patterns of relations 
between variables across tasks which are 
clinically important to understand in determining 
protocol interventions. These patterns need to be 
understood in addressing the cognitive 
ineffectiveness of the LD, ADHD and TBI patient 
if we are to obtain the desired results. 
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Direction of SMR and Beta Change with Attention in Adults 

Etienne Vachon-Prcsscau, M Sc Andr® Achim, PhD Aimce Benoit-Lajoie, BSc 

ABSTRACT. Introduction. The aim of this study was to clarify the interpretation of sensory- motor 
rhythm (SMR; 13-15 Hz) and beta (16-20 Hz) changes with respect to attention states. 
Method. For this purpose, EEG was recorded from 11 participants during (a) a multiple object 

tracking task (MOT), which required externally directed attention; (b) the retention phase of a 
visuo-spatial memory task (VSM), which required internally directed attention and avoidance of 
sensory distraction; and (c) the waiting intervals between trials, which constituted a no- 
task-imposed control condition. The 2 active tasks were consecutively presented at 2 difficulty 
levels (i.e.. easy and hard). Two analyses of variance were conducted on EEG log spectral 
amplitudes in the alpha (8-12 Hz), SMR,'and beta bands from 1-3. F4. C3, C4 and P3, P4. 

Results. The first 15 analysis compared the MOT to the VSM by difficulty levels and revealed a 
significant task effect (p < .0005) but no effect of difficulty. The results showed that externally 
directed attention (MOT) resulted in lower values than internally directed attention (VSM) in all 
three bands. The second analysis averaged the difficulty levels together and added the 
no-task-imposed reference condition. The results again showed a significant task effect that did 
not interact with site, hemisphere, or, more important, band. Post hoc tests revealed that both 
MOT and VSM produced significantly smaller means than the no-task-imposed condition. This 
pattern of log-amplitude means and the lack of task interaction with any other factor indicate that 
task-induced attention reduces EEG power in the same proportion across the 3 bands and the 6 
channels studied. 

Conclusions. These results contradict a frequent interpretation concerning the relationship 
between the brain's aptitude to increase low beta in neurofeedback programs and improved sustain 
attention capacities. 

KEYWORDS. Alpha, attention, beta. EEG. Neurofeedback, SMR. spectral

 
INTRODUCTION 

Neurofeedback programs for attention deficit 

hyperactivity disorder (ADHD) involve 

behavioral training sessions designed to modulate 

the EEG spectral contents. The aim is typically to 

reduce excess theta EEG activity (5-7 FIz) and to 

increase sensory- motor rhythm (SMR; 12 15 Hz) 

or low beta activity (16 20 Hz; Monastra. 

Monastra, & George, 2002). These targeted 

changes are based on quantitative EEG (QEEG) 
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rations and arc often assumed to y correspond to 

increased control over and hyperactivity. In sharp 
con- to this literature, event-related studies 

present activation as reduced ade over both alpha 
and beta bands .heller & Lopes da Silva, 1999). 
experimental data linking EEG Huelo increased 

attention are scarcc. it possible that such 
event-related have no parallel in general atten- 

IèJC àLates. The motivation for this study è_Å 10 
better identify the type of modulation m SMR (13 
15Hz) and beta band (16- 31 r¿è during sustained 
attention states, Hi 111 > compared to a situation 

in which ac tÃik is imposed. This purpose is 
meant contribute to our models of how neuro- 

may improve attention. A few stu- i - --port the 
association of increase SMR t increased attention 

capacity. For r. Egner and Gruzelier (1994) 
observed >MR enhancement training improved 

psrk nnance in both visual and auditory tests. 
Moreover. SMR can be inter- a sensory-motor 

idling rhythm it to occipital alpha that indirectly 
visuo-spatial attention. Indeed Croft. Dominey, 

Burgess, and (2003) observed alpha enhancement 
.attention benefits from an active inhibi- : M all 
visual inputs or of selected parts of veual field. 
Correspondingly, learning to SMR in ADHL) 

could simply be ig to inhibit the sensory-motor 
system. tĂ mastering how to get calm. Thus, 

increased SMR directly comes from activity in an 
attention network or ras >er,>ory-motor 

disengagement that lacil- ntè à/.ention is still 
debatable. 

 

 

lz Ñ >imilar fashion, increased beta (15- 
SMiz) amplitude prescribed for ADHD is : - > 
meant to directly support attention m . alleviate 
symptoms of inattentivcucss Ii-jc? §à Gruzelier. 
2004). Indeed, ADHD has been reported to 
increase r be ta in responders in a manner -ci> 
correlated with improvement in a us performance 
test (Loo. Hopfer, - . wV Reite, 2004). 
Nevertheless, the m.f -:nship of beta enhancement 
with   ved attention remains uncertain since 
decreasing EEG amplitude over this range of 
frequencies is sometimes prescribed to increase 
concentration in high-level executives (U.S. 
Patent No. 5,740.812, 1998). The rational 
supporting these opposite prescriptions for 
increased attention capacity could be 
simultaneously correct if beta was associated with 
good attention in opposite directions in children 
and in adults. This paradox could also be 
overcome with an alternate view, in which 
increased beta might represent inhibition or 
disengagement of a system that hinders attention 
rather than directly reflect a better attention state. 

Hence, better atten- tional capacities could be an 
indirect effect of reduccd background processing 
reflected in increased beta. Although high beta 
(above 20 Hz) seems to characterize rumination in 
depression (Demos, 2005), the low beta band 
could represent an idling state, akin to the 
neighboring alpha and SMR bands. 

Ray and Cole (1985) approached the 
relationship between EEG and attention 
differently. They presented evidence that alpha 
activity reflects attention demands (external vs. 
internal attention), whereas beta activity rather 
reflects emotional and cognitive processing. They 
contrasted several "external" and "internal" tasks, 
in which attention must respectively be paid to the 
external environment or directed to internally held 
information while resisting distraction from 
external stimuli (e.g., during mental arithmetic). 
Internal lasks, which they called "rejection tasks," 
were characterized by larger amplitude relative to 
ihe external tasks (which they called "intake 
tasks"), in both parietal lobes, for each 41 Tz-wide 
band from 8 to 20 Hz. Moreover, all these bands 
had more energy in the right (R) hemisphere than 
in the left (L). Finally, their results indicated 
significant interaction of attention demand 
(external vs. internal) with hemisphere. These 
interactions are however questionable, because 
the analyses were carried on EEG power, rather 
than on its logarithm, such that even strictly 
proportional reduction could appear as significant 
interaction. For instance, the 16 20 Hz band R-L 
difference was 29 units for internal and 37 units 
for external, but the corresponding (R-L)/ (R + L) 
ratios were, respectively, 0.130 and
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0.135, indicating that the hemisphere differences 
were nearly proportional to the means. The 
increased alpha and beta amplitudes observed 
during the external tasks relative to the internal 
task arc consistent with the active inhibition 
hypothesis. From a strictly logical point of view, it 
remains possible that increased alpha reflects 
sensory input inhibition, whereas increased beta 
(sought in neurofeedback programs) would 
reflects increased processing involvement on 
internally held information. 

Although this paradigm revealed locus of 
attention to be an important alpha and beta band 
modulator, the Ray and Cole study lacked a 
neutral control group to help interpreting the 
difference between the attention demanding 
internal and external situations. The object of our 
study is to clarify the relationship of S.MR and 
low beta with attention in normal adults by 
revisiting the external- internal paradigm with the 
addition of a neutral no-task-imposed condition. 
This constitutes a preliminary step to clarify the 
function of increasing beta through neuro-
feedback in children w

r
ith ADHD. 

The main hypothesis of this study is based on 
the event-related studies and proposes that alpha. 
SMR. and low beta are reduced in amplitude when 
one of its supporting systems is engaged. Because 
the attention tasks used do not specifically require 
sensory motor inhibition, we expected that any 
spectral difference with the control 
no-task-imposed condition would consist in 
amplitude reduction. In line with Ray and Cole 
(1985), we hypothesized that the internal task 
would show larger amplitude than the external 
task in any affected band. In addition to our main 
hypothesis (reduccd EEG amplitude for the 
external task relative to the internal task), we also 
expected both experimental tasks to show reduced 
EEG amplitude compared to the control 
no-task-imposed condition. 

METHOD 

Participants 

Our study was approved by the ethics 

committee of the Department of Psychology of 

Universit® du Qu®bec ¨ Montr®al. Twelve 

undergraduate students (22 30 years old) w-ere 

recruited, signed informed consent, and received 

S25 after their participation in the EEG recording 

session. Data from one participant had to be 
excluded because of technical problems. 

Experimental Design and Procedure 

Two tasks were designed to share the same 
visual and response interface and were presented 
at two levels of difficulty (easy and hard). The 
first experimental condition consisted in a 
multiple object tracking task (MOT), in which the 
participants visually tracked designated targets 
among moving stimuli. The second experimental 
condition was a visuospatial memory task (VSM), 
in which the participants had to keep in mind the 
spatial positions of the stimuli designated as 
targets. The conditions differed in that the stimuli 
moved randomly in one condition and temporarily 
disappeared in the other. Although both tasks 
recruit the participants' attention toward the 
spatial location of targets, the MOT and VSM are 
respectively "external" and "internal" tasks, or 
"intake" and "rejection" tasks in the sense of Ray 
and Cole (1985). Indeed, the MOT commands an 
intense external focus because the participants 
have to simultaneously follow selected moving 
objects on the computer screen, whereas on the 
other hand the VSM task, during the period of 
stimulus disappearance, requires avoidance of 
distraction and focuses on the internal 
representation of the positions to remember. 

The MOT trial's procedure consisted of several 
steps. First, the participant's EEG was recorded 
during a 6-s period preceding the onset of each 
trial while the display screen was blank. These 
EEG data were used as a control condition in 
which no specific task demand was imposed on 
the partici- pants; Six to 12 identical blue small 
squares (1 cm") then appeared on the while screen 
of the monitor. Half of them blinked for 2 s, which 
defined them as the targets. All objects then 
moved haphazardly for 10 to 30 s (during which 
the EEG was collected fc- tins condition). After 
the stimuli stopped mr.-mg. participants were 
required to iden- Tfy targets with the mouse. If the 
partici- ƴntr'- lost track of some of the targets, 
they çBTĊ isked to click outside the experimental 
²z²-ð< rather than guess. Finally, feedback CB ibe 
trial was provided as the proportion . erectly 
identified targets along with the Ŕptay of the 
correct positions. 

To ^xsess whether the tasks' dilTiculty was mt 
snportant predictor of EEG fluctuations, ƴae 
MOT was presented at two levels of 4Hkuit> (i.e.. 
easy and hard). These diffi- CT£T. eseis were 
produced by manipulating: Ac cumber of objects, 
l he speed of move- T-- the predictability of 
direction change jr -i:\idual dots, the task 
duration, and Ar -àuģ of the frame inside which 
the objects 
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The VSM trial's procedure consisted of wm¨^i 
steps. The EEG was recorded during m. r-enod 
preceding the onset of the task Åfait the screen was 
blank. Between 6 and JT snail squares, identical to 
those in the liOT condition, then appeared on the 
screen x. nsdom positions. A cross was inscribed 
ƴB.r half of the squares to define them as ÅAc 
-.-àeis. The participants were given ð1 ' i ted 
lime to observe and memorize tar targets" 
locations. At their signal (mouse Ã©c.t>. à11 the 
squares disappeared for a of 10, 15, or 30 s 
(during which the SO -aas collected for this 
condition). After the squares reappeared ai their 
initial putEZons. the participants were required to 
©cx with the mouse on those previously dtf-vd as 
targets. As in the MOT task, rants were asked to 
click outside the zone rather than simply guess. 
Fca2 feedback on performance was given is i-Ś 
:nal success rate along with the Åisiranon of the 
correct positions. 

T-c VSM task was also presented at two jfeff-. 
Å Å levels, produced by manipulating: ̈r number 
of objects, the size of the frame rax which object 
were presented, and the Šumion of the retention 
period. 

A panici pants were exposed to both Mi- a: 
both difficulty levels. The experi- ƴL- anon 
contained 48 trials, presented in Acrraimg blocks 
of 12 of the same type axe difficulty level. The 
starting task was counterbalanced across 
participants, but the two easy levels always 
preceded the two harder ones. 
Electrophysiological recording and data 
preparation. 

The EEG was recorded through a 128- channel 
BioSemi ActivcTwo system with linked cars 
reference. The electrodes of interest were those 
corresponding to the international 10/20 system 
positions frequently used in neurofeedback: F3, 
F4, C3, C4, along with the P3 and P4 sites used by 
Ray and Cole (1985). The EEG signal was filtered 
with a 0.1 to 45 Hz band pass and then digitized at 
256 Hz. T he EEG analyses were conducted only 
on data acquired during the 6-s blank screen stage 
separating the trials (no-task-imposed) or during 
the movement or retention intervals of the two 
tasks. 

Trials with behavioral errors were excluded 
from analysis, as the error could reflect lack of 
attention, but the waiting period that preceded 
them was retained for the no-task-impose 
condition. All EEG epochs retained for analysis 
(MOT, VSM, and control no-task-imposed) were 
broken into nonoverlapping l-s segments, which 
were inspected visually, blind to condition, and 

rejected if they contained an artifact. Each 
retained EEG segment was windowed (raised half 
cosine on 0.1 s at both ends) and Fourier 
transformed. The individual spectra within each 
condition were averaged in the amplitude domain 
within subject. The resulting average amplitude 
spectra were then transformed to their base-10 
logarithmic values for statistical analyses. The 
choice of these different units for averaging was 
based on ranking the mean spectrum among the 
individual spectra contributing to the mean. This 
was successively done for amplitude, power, and 
log power. The form of daia for which the mean 
ranked closest to 50% (the median) across the 
frequency bands from 1 to 25 Hz was retained. 
This resulted in applying a logarithmic transform 
to the averaged amplitude within each participant 
and condition. 1'he log amplitudes of the various 
1-Hz-wide bands within the alpha (8-12 Hz), SMR 
113-15 Hz), and low beta (16-20 Hz) bands were 
averaged together as a final step before statistical 
analysis of log spectral amplitudes.



Statistical Analyses 
26 JOURNAL OF NEVROTHERAPY 

Statistical testing was done with a repeated 
measure analysis of variance (ANOVA), using 
SPSS MANOVA and by applying the Geisser & 
Greenhouse correction for effects with more than 
two levels: in those cases, the degrees of freedom 
reported are the reduced ones. A first ANOVA. 
ignoring the waiting condition, implemented the 
completely within-subject design: 2 Tasks x 2 
Diffi culty Levels x 3 Bands (i.e., alpha, SMR, low 
beta) x 2 Hemispheres x 3 Sites (i.e.. frontal, 
ccntral. parietal). Such five-factor analysis yields 
31 statistical tests. The effects of Band, 
Hemisphere, or Site without interaction with Task 
or Difficulty are not relevant to the purpose of our 
study. Their presence, however, increases the risk 
of a type I error because any interaction of Task or 
Difficulty with Band, Hemisphere, or Site would 
justify concluding in a Task or Difficulty effect. 
Consequently, a Bonferroni correction was 
applied, which set the per-test significance level 
to .05/8 = .00625. Significant effects not 
involving Task or Difficulty are reported but were 
not further explored into simple cffccts or 
pairwise differences. 

Because the first analysis showed no effect of 
difficulty, the easy and hard conditions could be 
averaged together within task for the purpose of a 
second ANOVA. which included the 
no-task-imposed control as a third level for the 
Task factor. This analysis (without the Difficulty 
level) tested 15 different effects, from which only 
the 8 involving the Task factor were directly 
relevant to this study. For the same reason as for 
the first ANOVA. the pcr-test significant level 
was set at .05/4 = .0125. The comparison of the 
no-task-imposed condition with each of the other 
two tasks was a priori justified and the critical 
level for these contrasts was set at the usual .05 
per test. 

RESULTS 

Behavioral Results 

The success rates lor the easy conditions were 

96.3% of MOT trials and 98.2% of 
VSM trials. The success rates for the harder 
conditions were 68.5% of MOT trials and 71.3% 
of VSM trials. EEG results Figure 1 illustrates the 
means for the five experimental conditions over 
the six channels of interest. Given the lack of 
interaction involving band (see next) and the 
greater interest for the SMR and beta band 
(because neurofeedback in ADHD targets these 

more than alpha), the alpha band was omitted to 
simplify the figure. 

The'first ANOVA (Task x Difficulty  x Band x 
Hemisphere x Site) showed 5 significant effects 
out of the 31 tested. Among the effects of interest, 
that is, those involving Task or Difficulty, only 
the main Task effect was significant, f\ 1, 10) = 
33.84. p < .0005. The main Difficulty effect was 
clearly absent. /ƴ(I, 10) ð0.39, /.è = .547. as well 
as any interaction effects involving Difficulty. 

Of the effects involving neither Task nor 
Difficulty, all three main effects were significant: 
Band, F( 1.6, 16) -33.34, /;<.0005; Hemisphere. 
F\ 1, 10)= 177.68. /x.0005; Site. à(1.59, 15.9) = 
492.82. à><.0005; as was the Hemisphere x Site 
interaction. F( 1.79. 17.9) = 74.14,/?<.0005. 

For the Task effects, the means were 0.959 
(Ñ0.027 SEM) for MOT and 1.027 (Ñ0.024) for 
VSM. For the Band effect, the means were 1.136 
(Ñ0.036) for alpha, 0.991 (Ñ0.036) for SMR, and 
0.853 (Ñ0.022) for beta. The Hemisphere and Site 
means are reported through their interaction: for 
frontal, central, and parietal, respectively, the 
means were 1.123 (Ñ0.023). 0.925 (Ñ0.028), and 
0.713 (Ñ0.025) for the left hemisphere and 1.162 
(Ñ0.025), 1.07C (Ñ0.032), and 0.968 (Ñ0.029) for 
the riglv hemisphere. This interaction thus 
indicate that hemisphere difference grows fron 
front to back (0.038, 0.145. and 0.25i 
respectively). Because the measures wen in log 
units, these R L differences arc alst the logarithm 
of the R/L ampliludt ratio. 

The real interest of our study lies in th< 
comparison with the condition in which n< task 
was imposed on the participants Because the 
initial ANOVA indicated tha the two difficulty 
levels were too simila to be reflected differently in 
the EEC  
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the data could be averaged across 
ATx-ulty levels for a second analysis ƴwiving the 
control no-task-imposed inrilion. There is little 

surprise that all Muncant effects of the first 
ANOVA are sat -resent after adding a third Task 
Task. 7*1(1.37. 13.7)=20.12, p<.0005; t-- i f< 
1.55, 15.5) = 30.00. p < .0005: Hemi- ƴrerre. fll, 
10)= 179.41. /x.0005: Site, FI - 15.9)-522.98, p 

<.0005; with the miS significant interaction being 
that of H-ð >phere by Site: F( 1.72, 17.2) = 
97.63, 7< Uçè5. More important, as shown in fi 

pre 1. the results of this sccond analysis ir.caj.-d 
that the mean for the control no- -posed condition 
(1.067 (Ñ0.036)) i cantlv differed from each of the 
_ r.c tasks, F\\, 10) = 24.I8, /;-.00l for MOT and 
F(l, 10) = 5.82, p - .036 for VSM 

DISCUSSION 

The main conclusion from this study is that the 
involvement in a task requiring attention in young 
adults causes a reduction in EEC spectral 
amplitude compared to a condition in which they 
simply wait for the upcoming trial. As indicated 
by the lack of interactions, this effect is essentially 
the same for all three bands across all six 
recording channels analyzed. Thus, in line with 
the general principle that brain activation tends to 

desynchronize neuronal activity, the results of our 
study reveal that the signature of increased 
attention is a reduction of alpha. SMR, and beta 

amplitudes. Therefore, the beta band effect turns 
out to be opposite to what is often interpreted as 
the reason why rcnormalizing low beta 
(increasing it) through neurofeedback is 
beneficial for  

.RE 1 Mean log-10 amplitude in the multiple object tracking task (MOT; easy and hard), the visuospatial rer-cry task 

(VSM; easy and hard), and the no-task-imposed conditions in the sensory-motor rhythm jSMS and the beta bands over f3, f4, 

c3, c4 and p3. p4. note. Error bars represent standard errors of re Tjeans. 

(1 MOT easy ƴ MOT hard nVSM easy ƴ VSM hard BNo-task 
noç fiiMi  OWJ HIç 
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ADHD. This, however, does not mean that such 
target should be abandoned. Our data rather 
challenge the rationale underlying the success of 
the treatment. 

Adding the neutral control condition brings an 
interesting complement to interpret the results of 
Ray and Cole (1985). First, our results replicate 
their hemisphere effect, with larger amplitudes 
observed for the right than for the left hemisphere 
for all bands from 8 to 20 Hz. Second, because a 
multiplicative (i.e., proportionality) model is more 
appropriate than an additive model to explore 
EEG amplitudes variations over space, the present 
results confirm our speculation that the Ray and 
Cole Task x Hemisphere effects might be 
illusory*. Indeed, their results were not replicated 
in our analyses that embedded a multiplicative 
model implemented through logarithmic transfor-
mations. Third, while the original data suggested 
that internal tasks produce increased amplitudes 
relative to external tasks, we found that the 
comparison with the no- task-imposed condition 
rather indicates that it is more appropriate to see 
this as lesser desynchronization. The lack of 
interaction of the Task factor with band or with 
topography leads us to consider that the MOT 
external task just requires more intense con-
centration and discredits the hypothesis of an 
extra motor inhibition during the VSM rejection 
task. Indeed, we did not find any sign of 
difference between tasks exclusive to the SMR 
band or to the central recording sites, which would 
have suggested a motor inhibition component. 
This interpretation is therefore consistent with a 
general decrease in EEG amplitude while 
performing a cognitive effort (i.e., steadily 
increasing desynchronization from 
no-task-imposed to VSM to MOT). 

Because the influence of the cognitive effort 
required to perform the tasks is an important 
modulator of EEG patterns, the lack of effect 
regarding the Difficulty factor may seem 
surprising. Although some studies did find a 
significant effect of difficulty level on EEG 
patterns (e.g.. Sterman & Mann, 1995), Babiloni 
et al. (2004) illustrated that the prominent factor 
for EEG desynchronization is the nature of the 
cognitive effort rather than its difficulty. They 
observed that even their easiest task (i.e.. the 
retention of a single item) desynchronized the 
EEG spectra in the thcta and alpha bands. The 
results of our study revealed a similar effect, 
extended to low beta frequencies, in which 
performing the task correctly over 95% of the 
time desynchronized the EEG as much as the 

harder task (around 70% of correct answers). This 
does not mean, however, that still more 
challenging difficulty levels would not further 
desynchronize the EEG. 

Finally, a Difficulty x Band interaction could 
have been considered significant if no correction 
had been applied for the number of tests, F( 1.85, 
18.5) = 3.74, /> = .046. The means would then 
show that increasing difficulty level enhanced 
alpha by 0.013 but decreased SMR and low beta 
by 0.006 and 0.007 log units, respectively. 
Although the effect likely constitutes a type I 
error, its trend would be consistent with extra 
attention effort reducing SMR and beta rather than 
increasing their amplitude. 

Our study is just a preliminary step in resolving 
the apparent paradox that attention capacity would 
be enhanced through neurofeedback by increasing 
beta in children with ADHD and by decreasing it 
in adults without ADHD. Although our results 
only characterize the latter population, a reason-
able doubt should be raised that the association 
between increasing 16 20 Hz. beta in children with 
ADHD and improving their attention capacity in 
daily life may not be as direct as previously 
suspected. As suggested earlier, one way to 
sustain increased beta is possibly to learn to tame 
an intrusive system that interferes with good 
management of attention capacities. According to 
that assumption, the lower part of the beta band 
should be considered as the idling rhythm of an 
internal system that would be over activated in 
ADHD. Such a system might be related to the 
profusion of distracting thoughts that intrude 
normal activity in the life of the child. 

Identifying experimental conditions to test this 
hypothesis is a challenging task. Meanwhile, 
ongoing studies have been undertaken to explore 
whether comparable results could be obtained in 
children with and without 
ADHD. Should the present EEG data ra:;rrn 

replicate with children, a revised nicrpretation of 

the beneficial effect of -creasing beta through 
neurofeedback *c -Id become unavoidable. 
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Visual Stimuli Generated by Biochemical Reactions Discrete 

Chaotic Dynamics as a Basis for Neurofeedback 

Olga Grechko, MSc Vladimir CJontar. PhD 

ABSTRACT. Introduction. In this article a novel methodology for a neurofeedback system is 
proposed. It is based on the visual stimuli generated by the distributed biochemical reactions 
discrete chaotic dynamics (BRDCD) of brain neurons. These visual stimuli take the form of 
symmetrical colored images known as mandalas. 

Method. The proposed biofeedback system applies a BRDCD mathematical model to transform 
an on-line recording of EEG signals into a simulated time-series EEG and into computer 
generated series of mandala images. Thus, these images represent experimentally measured LEG 
and therefore reflect the subject's mental state. 

Results. It will be shown that good qualitative similarity between simulated and experimental 
EEG was achieved. The examples of generating series of mandala images using experimental 
EEG will be demonstrated. 

Conclusion. Based on Jung's theory of the healing power of the psychological phenomenon of 
mandala images, it is proposed that visual stimuli in the form of mandalas could facilitate fast and 
effective neurofeedback training, thereby providing a therapeutic effect. 

KEYWORDS. Discrete chaotic dynamics, EEG, mandala symbolism, neurofeedback

 
INTRODUCTION 

Jt is well known that visual stimuli aud/or 
feedback play an important role in neurofeedback 
training processes (Thompson & Thompson. 
2003). In this work, we present an innovative 
method for creating visual stimuli for use in 
neurofeedback. The proposed visual stimuli take 
the form of symmetrical colored images known as 
mandalas. According to Jung (1973), the majority 
of mandalas arc circular images containing 
patterns in multiples of four in the form of a cross, 
a star, a square, and so on. although individual 
mandalas may present a variety of different motifs 
and patterns. Jung found that, as a psychological 
phenomenon, mandalas appear spontaneously in 
dreams, in certain states of conflict, and in cases 
of schizophrenia. He considered the mandala 
images painted by his patients to reflect their 
mental state in attempts at self-healing. In  
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>. ok Mandala Symbolism, he stated, the mere 

attempt in this direction has a healing cffcct, but 
only is done spontaneously. Nothing be expected 
from, an artificial repetition deliberate imitation 

of such images" Si 
A rote about a series of mandala painted by one of 
his patients over of years (Jung, 1973). The series 

Aith the spontaneous appearance of pictures in 
the patient's mind, patient had no artistic skills or 

pre- experience in painting, Jung encour- her to 
express her fantasies in He considered the 

appearance of -Liges as attempts by the 
subconscious its content by way of "individua- 

He tried to interpret the images but reveal his 
thoughts to the patient, the therapy advanced, the 

pictures reflecting changes in the patient's >iate 
and at the same time aiding rrrzress. In our 

opinion, this "therapy" an example of a 
pro-neurofeedback process. 

 

 

> findings reveal the rich potential of tor 
neurofeedback. But if we want them in practice, 

we are faced with the of how to replicate brain 
creativity in the form of images. Here, it 

seems that the general problem lies in 
constructing a theoretical model of brain 
functioning that will combine neuronal electrical 
activity (as observed by BEG) with the creative 
patterns, such as mandalas, that emerge from this 
activity. Such a theoretical model should connect 
the internal biochemical processes taking place in 
the brain neurons with macrocharactcristics 
reflecting the collective behavior of the brain 
neurons responsible for brain functioning. The 
biochemical reactions discrete chaotic dynamics 
(BRDCD) model visualizes brain processes in the 
form of creative images, as proposed in Gontar 
(1997, 2000, 2003, 2004). 

 

 

Here, we intend to apply the BRDCD 
mathematical model for fitting, online in a 
neurofeedback loop, the measured EEG of an 
individual, denoted EEG

H
, to BRDCD- generated 

images corresponding to a theoretical time series 
(EEG

1
)- The simulated images will be directly 

related to the experimentally measured biological 
signals (EEG

H
) of our test participant, which 

reflect the participant's 
mental state. Exploiting 
the proposed BRDCD 
mathematical model that 

formally connects and 
provides visualization of 
a participant's mental 

state with 

the BRDCD images, we can implemenl a 
neurofeedback system of visual stimuli 
(generated images.  

 

uofeed 
Simulate recorded EEG by BRDCD 

model 
Generate cone^onduiK mnndab* 

Display feedback 

" 3!ock diagram of the proposed neurofeedback method. Note. BRDCD ^ biochemical reactions rr-aotic dynamics. 

Experimental EEG 
(EEG*) 

Visitai feedback mi a form of 
iuan.lala.-i generated bitted on 
experimental EEG 

EEG 

an(>l
ifici  
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as shown in Figure 1). In the light of the 
experience of Jung, we expect that BRDCD- 
based neurofeedback will provide fast and 
effective neurofeedback training. 

BACKGROUND AND METHODOLOGY 

According to BRDCD, each neuron can be 
simulated as a "biochemical reactor" that has the 
ability to exchange information with all the other 
neurons connected to it (Figure 2). By 
"information exchange," we mean another 
channel of interaction in addition to mass (via 
chemical reactions), charge, and energy exchange. 
In BRDCD. information exchange is formally 
taken into consideration by establishing the 
dependence of the model's parameters (rate 
constants) from the states of other neurons 
characterized by the concentrations of the 
chemical constituents within the neurons. The 
entire complex interconnected network operates 
according to some initial hypothesis about the 
mechanism of biochemical reactions in the 
individual neuron including information exchange 
between the neurons. The computations of such a 
mathematical model should correspond to the real 
distributions of the chemicals of the neuronal 
masses and the evolution of these distributions in 
time and space. 

We assume that distributed chemical con-
centrations of neuronal networks are responsible 
for mental activity, including creativity. 
According to this basic premise, an artistic image 
would initially appear in the brain in the form of 

the distributed chemical concentrations of the 
neurons, and the output would then be a concrete 
pattern created by the individual. This pattern 
could be visualized by the proposed mathematical 
model (Gontar & Grechko, 2006b). 

BRDCD basic equations may be constructed 
for any mechanism involving transformations of 
the constituents of a system, which are expressed 

by a matrix of stoichiometric coefficients, and 
formally- including into the consideration 
information exchange between the constituents: 

.v 

]Ty% = 0,i=- 1.2,..., A
r
, / = \ ,2y,..N ð M i=\ 

(1
)  

 

In Equation 1. as shown in Figure 2 denote 
information exchange between neurons. 
According to chemical reactions discrete chaotic 
dynamics, in any transfor-  

FIGURE 2. Network of discrete space-distributed interconnected neurons, with each neuron representing an individual 

"biochemical reactor" (where A, denotes chemical constituents and v'
v
 is a matrix of stoichiometric coefficients). 

Y/4 = D     

  

   Å J Ê 

  Vv'4-0  
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mechanism, a system's constituents ctn 

rc represented in discrete time tq (</ - 0, L 2L .. Q) 
and discrete two-dimensional çcusje designated 
by the integer coordinates - RP. Rs < DC, where p is 
the index çacs : ting the rows and s is the index 
denoting "rne . :.umns. For practical reasons, we 
limit j*. - consideration to a discrete square lattice 
of final size R x R. with coordinates 

Rp- Rs = 1è2%R- 

! - z basic equations of RRDC'D, when for a 
particular mechanism of transition of constituents 

and solved in time and space, provide a 
practically ted source of complex signals in the 

4a-ð ?f discrete time-series that encompass aux.^ 
and complex patterns in the form Åf : 

èðdimensional images, including man- These 
results are used in the proposed 

>Iogy for a biofeedback system, us consider one 
of the simplest initial r - ."cscs about a possible 
mechanism of il transformations taking place in 

an Lai neuron. The hypothesis describes 
r.-.eraction between three chemical con- jests. -1, 

H, and C: 
r i Å m Å n 
' A A > 

i i , I  
i I ------------- , --------- Å 
i i  

where the solid arrows denote the che-
mical transformations of the constituents, the 
broken-line arrows denote information exchange 
between the constituents inside each cell of the 
lattice, and the finely dotted arrows denote 
information exchange between the constituents in 
a particular cell and the constituents in the closest 
neighboring cclls. 

For this particular mechanism, a system of 
three nonlinear algebraic difference equations that 
describes the spatial-temporal dynamics of the 
neuronal network just presented can be derived 
from the basic equations of the BRDCD approach. 
For consistency of presentation, we repeat the 
description of the BRDCD mathematical model 
for mechanism (2) given in Gontar and Grechko 
(2006a, 2006b, 2007).

 
Y'ur R ) = ___________________________   _____________________  

' *
v) =

 1 + ƴ(ç*)) + 'rÈ)) 

bniiX'^ir^faiX^irÈ)) 

1 + m(X'r
l
(r^)) - n\ (rÈ))nz(Xj

4
~

l
(rÈ))

 
ƴ bere

^(ƴ^/Å"'(rÈ)) = k\ exp| ð *2(X'r(rÈ)) 

= k2ex p{

Ś=i

(2)  

 

(3)  

(4)  

(5)  

bn\(X'< '(rÈ)) 

X?(RP.R<) = 

 

^ iX l ' - ^R ^R^  + f^P.X'rirÈ) 

(6) 

(7) 
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with the initial and boundary conditions: 

y'f( v u \ _ J 
x
'*(

r
p< 

1
 < < R (inside the lattice) 

\Kp>Kt) <y 0 Rf Ri < hRp>Rs > R (0Ulside the lattice) 
[
 '

 
where X'*{Rp, R,)is the concentration of the /th 

constituent that is calculated in each cell of the 
lattice with coordinates (Rp,Rx) and that 
characterizes the system's particular 
state at discrete time tq (0=1,2 ............................... Q); 
TZl{t,; i,.rÈ) is a function of the concentrations of 
the system's constituents X '

J
 (  Rp ,  Rs) calculated 

at a previous moment of discrete time and of the 
neighboring concentrations A'/'

-1
 (>'&); & is the 

total concentration of I he y'th main constituent: 
k,< is the rate constant for the /th reaction; % are 
empirical parameters that characterize the local 
information exchange taking place between the 
constituents inside the considered cell of the 
lattice: and are empirical parameters that 
characterize information exchange between the 
constituents in eight closest neighboring cells, 
including the cell under consideration (r ð I. 2
 ....................................................... 9), with coor-
dinates denoted by: 

rS =[(*, - I. Rs-  \ ) , (Rp- hRs) ,  

(A,-l.4v + l),(jtP.& 1), 

(/?Ă*,),(/?Ă*,+I ) ,  
{ Rp + L R s- l ) i  

( Rp+ \ ,Ry ) y (Rp+ \ .Rs +  l ) ] .  

The mathematical model 3 to 5 has nine 
parameters ( b ,  k j ,  k2. zizJ-h-fik-h that should be 
defined according to the type of image desired 
(symmetrical, nonsymmetrical, spiral, etc.). For 
any given set of parameters. Equations 3 to 5 
generate a sequence of lattice-distributed concen-
trations (Figure 3) of the three chemical 
constituents and 
X$ (RP ,  Rx). A schematic representation of this 
process is shown in Figure 3. Each cell in this 
lattice represents the concentration of a single 

chemical constituent (e.g.. X[ ' (R P . RS)  in an 
individual neuron). Therefore, if we pick, for 
example, the neuron in the upper left corner 
(marked by black circles in Figure 3a) and plot 
concentrations of the chosen constituent over time 

f,r we obtain a discrete time-series corresponding 
to the evolution of the concentrations within the 
individual neuron (Figure 3b). 

The evolution of the entire neuronal network 
on the considered lattice can be visualized as a 
sequence of colored images. For this purpose, we 
assign to each concentration value (Figure 4b) a 
particular color from a color palette (Figure 4a). 
In this way. equal values are visualized with the 
same color (as designated, e.g.. with red circles in 
Figure 4c). Therefore, we obtain an image that 
represents the discrete space (lattice)-distributed 
concentrations of the constituent X [ " (R p .  Rs)  
for a given instant of time I^ 

Figure 5 presents some examples of images 
generated by the aforementioned mathematical 
model (Equations 7-9). As can be seen, these 
images meet the criteria for the mandalas 
described by Jung: they constitute circular 
patterns with symmetry of four crosses 
("quaternity"). The mandala images presented in 
Figure 5 differ one from the other, and this 
difference in forms and colors depends on the 
parameters of the mathematical model. Tt is 
obvious that different sequences of images will 
correspond to different discrete time-scries 
(amplitude, frequency) generated by each cell of 
the lattice (neurons).
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No** let us 

apply linear superposition >n 10) for these 

discrete lime series m çeçLiin an integrated 

signal representing Ac t^poral dynamics of the 

whole neuro- SZL TC
R
VSORK under consideration, 

where JCS srpirically defined parameters: 

EEG
T
- ^^(RÈ) 

i = \ , 2 , . . .R xR (10) 

call this integrated signal, which raieco 

the temporal dynamics of the whole JBSX-C 

-distributed neuronal network under - r.juration, a 

"simulated EEG signal" or EEC- : :gure 6a and b 

presents two exam- integrated EEG
1
 signal 

obtained for 15 and for two different sets of 

parameters (b, k,. k2A\, ^z^h-PhJii-Pi)* Equations 3 to 
5. 

To combine signals from two (or more) local 
neuronal networks, wc propose to apply 
superposition 10 of already-integrated signals 
resulting from different neuronal networks. This 
procedure will constitute a more realistic 
approach to the brain functioning, where different 
parts of the brain (presented by local neuronal 
networks) operate in parallel to contribute to the 
measured integrated EEG

L
 and should therefore 

be taken into account. Figure 6c presents an 
example of an integrated EEG

r
 signal for two 

different neuronal networks. 
To apply the aforementioned methodology, 

one can establish a correlation between EEG
1
, 

that is. an EEG simulated by a  

>=E 1 (a) Schematic representation of discrete time and space, where each cell (neuron) contains che- 5 concentrations 

that change with the discrete time t^. (b) Example of a discrete time-series representing x= evolution of the concentration 

of the chemical constituent within the individual neuron (marked by SDOCS), (c) Example of discrete time-series from 

another neuron (indicated by gray spots). 
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